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ABSTRACT

What is our data measuring, why are we measuring it, and what can we infer from our measurements? These are key questions for models of learning, and the focus of this chapter. This chapter discusses the role of measurement in transitioning from predictive models of learning to models from which meaningful explanations about learning can be inferred. We consider how to associate latent constructs of learning with observable data from a variety of data sources relevant to learning contexts, illustrated with examples from recent LAK proceedings. We also review common sources of errors that arise with a variety of data collection instruments, and highlight the challenges and opportunities for progressing valid and reliable measurement of both learning itself and factors related to the learning process.
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In the first edition of this handbook, the corresponding chapter on Measurement linked the foundational ideas of latent trait theory and methodology as they apply to learning analytics and educational data mining [5]. For this second edition, we have sought to supplement that work with more guidance for practitioners. We have thus structured the chapter in terms of decisions, opportunities, and challenges that practitioners face in using measurement methods for learning analytics. In particular, we look at measurement choices, and their consequences for inferring explanations from learning analytics models. The first section explores measurement more generally, and decisions related to why and what to measure. The second section looks at measurement choices for a selection of learning constructs, and the challenges and opportunities that arise from each choice.

1 DECIDING WHY AND WHAT TO MEASURE

1.1 Why measure? Understanding, explanation, optimization, and/or prediction

Practitioners often use the word “measure” synonymously with “observe”, including essentially all data collection. For the purpose of asking why and what we measure, with a lowercase m, there is no need yet for the kind of distinction that marks the statistical Measurement models of psychometricians, distinguished here with a capital M. Nevertheless, it is good practice to ask some why questions at an early stage in planning learning analytics projects. In particular, practitioners should be mindful of whether their ultimate goal is predictive or explanatory in nature. Findings that may serve predictive purposes well are not easily turned into explanatory results after the fact. Among the various definitions of learning analytics, most contain a purpose statement which references both “understanding” and “optimizing” (or “improving”) learning experiences. These words reinforce one another, and learning analysts pursue both goals. In practice, however, understanding and optimization do not always go hand in hand. We begin by clarifying some of these distinctions.

The function of understanding, which is used interchangeably with explanation, is necessarily bound up with theories of learning (and, more broadly, psychology, social-cognition, etc.) and even with value systems (i.e., the desirability of behaviors and other outcomes). Explanations of learning outcomes, unless very strictly behaviorist, inevitably appeal to concepts that are not directly observable (e.g., motivation, self-concept, aptitude). Understanding is usually labored and rarely simple. Explanation must admit challenges—alternative explanations—to the validity of its arguments. Optimizing or improving learning outcomes and environments need not be so. Optimization, however, must involve a step beyond prediction.
Frequently used in learning analytics research are various types of predictive modeling. (Authors use $x$ and $y$ to predict $z$.) (to cite chapter 3 in this edition [8]). Note that predictive analytics are not necessarily causal. As is often pointed out, one variable can be predictive of another when both have a common cause. For example, more time spent in a discussion forum of a course may be predictive of (that is, it may correlate positively with) more time spent using interactive simulations. But whatever lever might be used directly to get students to spend more time in the discussion forum is not necessarily going to increase simulation usage, or vice versa. We would most likely explain the correlation between these two observations by appealing to overall effort commitment and/or conscientiousness. In fact, if students truly have limited (but individually variable amounts of) time to allocate to a course, then forcing them to spend more time on one learning resource might, in principle, reduce the time they allocate elsewhere.

For prediction to be used for optimization on the student side, there must at least be a causal mechanism by which some design decision, adaptation, or intervention may be expected to change outcomes. It should be noted that causal relationships may still not rise to the level of explanations. Consider this: even a child knows that pressing on the rocker switch causes the ceiling lamp to light. But this is a far cry from understanding electric circuits or what to do if the light does not go on. Detached from a larger theoretical framework of mediators and moderators, causal findings in learning analytics may still guide future research. But optimization without explanation tends to be, at best, unsatisfying and, at worst, unethical. Computer algorithms that ignore the web of interconnected personal and social variables can perpetuate and exacerbate inequitable systems [53].

All of this is not to put down all predictive modeling. Indeed prediction or classification, as ends in themselves, often involves substantial and impressive technical progress. Optimization of the learning environment does not always require explanation. An illustrative example can be chosen from slightly outside the scope of learning analytics. Trained on large image data sets, computers today can identify dogs and fire hydrants with impeccable accuracy. Using deep neural network architectures, machines can even generate new, creative images of non-existent dogs. But does a computer with such capabilities “understand” the difference between a dog and a fire hydrant? Of course not. By contrast, a visually-impaired person understands that dogs are tail-wagging, domesticated wolves that develop strong bonds with humans who feed and care for them. But that won’t help in classifying a visual image that they can’t see clearly. One can know things that contribute to understanding while still struggling with specific tasks, and one can optimize performance in a specific task without a general understanding. It is tempting to point out deficiencies in the computer model—for example, it won’t be able to predict which one, the dog or the fire hydrant, is more likely to scratch itself or walk into the road. But of course a computer can be trained for those tasks too. Computer vision can be helpful for everyone, visually impaired or not, and self-driving cars may in time prove safer than human drivers. Understanding, sense-making, and explanation, however, will remain distinctively human pursuits.

In the remainder of this chapter, we will become a bit stricter about what constitutes Measurement with a capital M. As we shall describe, Measurement is an emergent relationship between data and latent or hidden constructs that is mediated by a model. Insofar as “measures” are used in learning analytics for explanatory purposes, practitioners should be aware of several issues and challenges (sometimes called “validity threats”) that are pointed out in this chapter. We acknowledge that these issues may not apply uniformly to all data analyses, such as efforts to streamline or automate grading using machine learning methods.

1.2 What to measure? Learning constructs

The connection between data collected in a learning context and a construct of learning is not always direct. Learning analytics may be concerned, for example, with increases in student abilities or changes in student affect. Knowledge, ability, affect, and specific cases thereof are learning constructs. They are latent variables because they are not directly observable, so they must be inferred from directly observed indicators. It could even be said that learning constructs such as knowledge and ability are invented to explain patterns in observations, such as a tendency to solve problems correctly. Marks awarded for solving problems correctly in a test (test scores) or scale (survey) scores are directly observed indicators. Tests or surveys are instruments whose questions are considered to be Measurements of specific constructs. This is equivalent to saying that these constructs explain the observed data. However, there are limitations, some of which come down to common sense, about what should be considered a measure of what. For example, we might measure attendance and find it to be predictive of test scores. However, we do not consider attendance itself as a Measurement of ability. Given a Measurement model for the construct of conscientiousness, however, attendance might reasonably be considered a relevant indicator. Whether attendance is a high quality measure of conscientiousness, however, is still another matter.

Recent publications from Learning Analytics and Knowledge (LAK) conferences provide a sense of how the field uses Measurement. Some references are collected as elements in Table 1. Each paper is categorized by a column heading indicating a class of latent constructs (learning gains as well as traits, processes, and affective states, etc.) and a row heading representing the principle data sources for those constructs.

Determining if data collected in a learning context is a reasonable Measure of a construct of learning involves a number of steps. The first step is to identify the learning construct of interest. For example, a study may be generally interested in conscientiousness, or may be interested in a specific facet of conscientiousness like industriousness. The second step is to select an appropriate measure-
ment model for the construct, i.e. what can be measured (observed) as an indicator for the latent (unobservable) construct of interest? As illustrated by the examples cited in Table 1, there can be a number of measurement models to choose from. For example, boredom could be measured by a self-reported survey, third party observation, or by analysing images of facial expressions captured during the learning task. Each measurement model has its advantages, shortcomings, and sources of error, which will be explored later in the chapter.

The third step is implementing the measurement model as a data collection instrument. For example, what facets of facial expressions will be recorded to indicate boredom, and how frequently should features be sampled? The goal of measurement instruments is to capture a Measurement that is both valid and reliable. Validity refers to the interpretation of collected data as measures of the construct of interest. For example, do questionnaire answers or facial expression, actually measure boredom? For what intents and purposes? Reliability refers to the repeatability or consistency of the instrument observations. If validity is analogous to systematic error, then reliability is akin to random error. For example, how much range in facial feature detection might be attributed to the same level of boredom? Evaluating a Measurement instrument is often an iterative process of refinement and reevaluation. Some level of error is inevitable. For example, a systematic error could be caused by questionnaire items being interpreted differently in a particular context or culture that resulted in all responses underestimating boredom. Another source of error could be due to individuals’ facial gestures varying in their level of expressiveness, resulting in random errors of both over- and under- estimates of boredom.

In sum, generating Measurement models of learning constructs involves a chain of methods for data collection, data cleaning, preprocessing, exploration and modelling. As the variety of chapters in this handbook testifies, there is a rich, eclectic mix of methods used in the field of learning analytics. The resulting methodology can be considered a chain of evidence from data to inference, as illustrated in Figure 1. Every step in the chain is a potential source of both error and alternative explanation. The next section explores some of these sources of error in more detail, specifically focusing on Measurements of constructs related to learning processes, learning gain, and potential data sources for each as exemplified by the elements in Table 1.

2 CHALLENGES AND OPPORTUNITIES

2.1 Measurement of Learning Process

As illustrated by the column headings in Table 1, a range of constructs are understood to influence the learning process. These include learner disposition, learner affect, pedagogical approach and epistemological beliefs [36, 27]. Measurements that capture aspects of the learning process are important in progressing explanatory models. The following paragraphs discuss a selection of measurement models used to measure facets of the learning process, to highlight decisions and considerations relevant to their Measurement.

2.1.1 Survey data, challenges and opportunities

Surveys are a data collection instrument for a variety of learning constructs. Using existing, validated survey instruments has the benefit of ensuring results can be compared and reproduced. In addition, tried and tested statistical techniques to assess internal validity (e.g. factor analysis) and internal reliability (e.g. Cronbach alpha or McDonalds Omega) are easily applied to survey items. A challenge with this measurement model is its inherent biases, particularly for self-reported scales. Sources of error include individuals or groups interpreting scale items differently, not remembering correctly, or individual perception being an under- or over- estimate of subjective measures such as abilities, emotions, or motivation levels [49]. In some cases, self-report measures are directly connected to the construct, such as when attitude surveys ask about the learner’s enjoyment and perceived value of studying math. Other times, the target construct may be significantly moderated by the respondent’s own perceptions, such as a survey that asks student’s about their tendency to work well in a team.

2.1.2 Trace data, challenges and opportunities

Trace data from educational technology has the advantage of removing the need for self-reporting, thus potentially eliminating biases inherent in survey data [49], as well as eliminating the effort in administering an additional data collection instrument. There is a wealth of data generated by educational technologies. Experimenting with a variety of static and dynamic features derived from trace data has generated relatively accurate predictive models in specific contexts. The challenge arises when attempting to draw inferences and explanations from these models. Recall the steps outlined earlier to evaluate observable data as a reliable indicator of a construct of interest, starting with defining the unobservable construct of interest. When analysis starts in the middle of these steps, with the observable data itself, working backwards to evaluate the measurement instrument as an indicator of a learning construct is problematic. This is because trace data reflects the instructional context that generated it. So the learning constructs it may measure, and the validity of that measurement, is dependent on how the technology was used in that instructional context. Reasonable validity and reliability in one context is unlikely to generalise to other contexts because working backwards from collected data to a measurement model is context specific. A good example of this from Table 1 is Motz et al. [36], who discuss the lack of portability of indices from VLE activity as a measure of behavioural engagement, based on an analysis of data from 829 courses. It’s another side of the coin of “one model does not fit all” [17]. The evaluation of readily available trace data in one context does not fit all contexts. For trace data to be considered a valid Measurement of a
Table 1: Citations sorted according to categories of constructs related to the learning process and 21st century skills

<table>
<thead>
<tr>
<th>Data sources</th>
<th>Affect</th>
<th>Cognitive load</th>
<th>Collaborative learning</th>
<th>Non-cognitive traits</th>
<th>Behaviors</th>
<th>Domain knowledge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image/Video</td>
<td>[46, 11]</td>
<td>[10, 52]</td>
<td></td>
<td></td>
<td>[10]</td>
<td>[25]</td>
</tr>
<tr>
<td>Text data</td>
<td>[9, 18]</td>
<td>[9, 32, 52]</td>
<td>[48]</td>
<td>[3, 15, 40, 39]</td>
<td>[4, 21, 26, 25]</td>
<td></td>
</tr>
<tr>
<td>Survey data</td>
<td>[20, 11]</td>
<td>[31]</td>
<td>[52]</td>
<td>[21, 45, 1]</td>
<td>[36]</td>
<td></td>
</tr>
<tr>
<td>Trace data</td>
<td>[11]</td>
<td>[31]</td>
<td>[52]</td>
<td>[1, 20, 36]</td>
<td>[34, 36, 40, 45]</td>
<td>[26, 50]</td>
</tr>
<tr>
<td>Wearables/biometric</td>
<td>[11, 21]</td>
<td>[31, 46, 47]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Network data</td>
<td></td>
<td>[41]</td>
<td></td>
<td></td>
<td></td>
<td>[43]</td>
</tr>
</tbody>
</table>

Figure 1: Chains of Evidence
learning construct, data collection should be preceded by identifying the learning constructs of interest, and defining the measurement model. For educational technology, this means deliberately designing the collection instrument (and so the consequential trace data it collects) around constructs of the learning process [24]. Examples from Table 1 include data from simulations using Science Classroom Inquiry that were designed around a specific pedagogical approach [40] so the instructional context is embedded in the tool. In another example, Harpstead et al. [20] configured the game Decimal Point to vary their construct of interest, agency. Simpler solutions, such as designing activities and resources on a VLE or MOOC to deliberately reflect a pedagogical approach are also viable (e.g. Matcha et al.[34]). In all these examples, the data collection instrument was configured to collect data about a latent construct of interest, increasing the likelihood of more generalisable estimates of construct validity from trace data.

While building instructional design into education technology can address model variance across pedagogical contexts, inferences should also consider variance due to learner contexts [44]. Trace data from electronic devices, such as wearables and image data, can capture data from contexts where learning is happening offline (e.g. face to face, or collaborative learning environments). They also collect data about the learner themselves. Therefore, such devices are a potentially useful addition to the landscape of trace data about learners and learning as discussed in (to cite Ochoa [38]). Biometric devices are measuring an observable construct directly (e.g. skin temperature). Image data requires some preprocessing, but libraries exist to automatically extract simple measurements from image data like posture, eye tracking and other motions. The challenge again arises when determining if the trace data is an indicator of an unobservable construct of learning. Validation typically uses manual coding and/or comparison with a second, validated data source, such as a validated questionnaire for the same construct. So one measurement model is validated with another, both of which have sources of error. Larmuseau et al. [31] provides an example of this. They found correlations between skin temperature and self-reported cognitive load in some instructional contexts only. So exploring the merit of such trace data as Measurements of constructs of the learning process offers opportunities for further research.

2.1.3 Text data, challenges and opportunities

Text data can capture the student voice directly, with the potential to provide different, and potentially richer insights than both surveys and trace data, as discussed in chapters 5, 10 and 11 or this text [2, 19, 12]. Indicators from text data can relate to the learning process and learning gain. So how does text data map to measurement? Models of learning require input data to be structured. Therefore, unstructured text data must be converted to structured data where features are the constructs of interest, and the data are based on counts of those features. Counts can be simple, such as term or phrase counts. More interestingly for explanatory modelling, counts of features derived from language usage that evidence learning constructs can also be extracted from text. Tools like Linguistic Inquiry and Word Count (LIWC), and Coh-Metrix, automatically extract linguistic measures such as psychological processes (e.g. affect) and aspects of writing cohesion respectively. Natural language is inherently imprecise and its meaning can be subjective. In spite of this, a number of studies have confirmed the validity of automatically extracted Measures from these tools when the assessment/writing brief reflects the constructs of interest, for example, Kovanović et al. [29] and Jung & Wise [23]. Where an automated feature extraction tool is not available for a construct of interest, training a model to extract more complex features from text requires a training dataset of text that has been manually coded (labelled). For example, Stone et al. [48] trained a model to infer a selection of non-cognitive traits from a 150-word essay about extracurricular activity, and reported good agreement with human coders of the same essays. Although Eagan et al. [14] warns of the potential for high Type I errors when using human coders to assess reliability in learning contexts.

2.1.4 Temporal considerations

Regardless of the measurement model, many constructs of learning have a temporal aspect. For example, cycles between positive and negative emotions can have a positive impact on the learning process compared to maintaining a consistent emotion [16]. Similarly, a change in student behaviour over time might be more insightful than a snapshot or aggregate of their behaviour. So, as well as verifying indicators from a measurement instrument, an additional step in the evidence chain may be warranted to define, measure, and model transitions between states of a construct.

2.2 Measurement of Learning Gain

Learning gain may refer to growth in knowledge, skills, or competencies during a period of interest. For specific content domains, such as algebra, developing reliable measures is a straightforward if laborious process. However, as the learning domain becomes more complex, so do the Measurement challenges [54, 27]. Assessment of competencies such as ways of thinking and ways of working, is a challenge facing educators more generally [30, 35]. Indeed, the difficulty in settling on agreed terminology related to non-cognitive dimensions (defining the constructs) evidences the range of opportunities that exist in this under explored space [22]. As with learning process, technology offers interesting opportunities for Measurement of non-cognitive skills (see, e.g., [42, 13]).

Another consideration when measuring learning gain is the period during which the learning was gained. Ideally, an instrument would measure learning gained as a change over time [51], for example, differences in pre- and post-test scores as discussed in [37]. Learning analytics models more frequently use existing post-test scores or assessment aggregates such as end of term grade (without
a pre-test). While these scores reflect measurement in a real context, there is an assumption that the learning was gained during the period of analysis. The granularity of measurement also impacts on the resulting interactions captured by a model. Proficiency in coarse grained or complex learning outcomes is a continuous variable. Reporting learning gained as alpha grades aims to compensate for errors inherent in the subjective nature of marking assessments. While this is good practice from pedagogical perspective (see, e.g. Kohn [28]), from a data modelling perspective, this reduces the granularity of the information content to an ordinal scale with somewhat arbitrary bin boundaries. Data preparation for modelling academic performance may reduce granularity further by dichotomising to a label such as pass/fail. There is information loss when a continuous attribute is discretized. For example, resulting analysis underestimates linear relationships between the original, continuous variables and other independent variables of interest, thus increasing the chance of type II errors [33, 7]. Dichotomisation may also introduce main effects not present in the original, continuous variables [33].

3 CONCLUSION

This chapter has considered a variety of sources of observable data that offer potential indicators of unobservable constructs of learning, and discussed some of the challenges of using observable data to measure latent constructs. As was said in the introduction, explanations of models of learning must acknowledge these challenges and sources of error, and consider the resulting implications on explanations that are inferred from models of the data.

Sources of error do not end with the measurement model. Every method applied to the data during cleaning, preprocessing, operationalization choices, feature selection, modelling, parameter tuning and estimates of model fit can add additional sources of error [6]. The resulting model will inevitably include bias as models are based on the data that is available, which is incomplete. There will be subgroups of learners missing from the data. For the learners that are included, there will be mediators, moderators and confounders not captured that explain some of the model variance. Some gaps in the data may be obvious to us and so easy to identify. Other gaps could be related to factors that impact on learning, or categories of students, we haven’t thought to consider yet.

So do we give up on Measurement? No, we accept the sources of error as part of a robust argument evaluating all methods used, to ensure measurement, methodology and resulting models and inferences are honestly critiqued. The key point is that we know that our models aren’t perfect, and we interpret the data in full knowledge of its limitations. Overtime, as the body of robust evidence builds around Measurement of learning and resulting optimisations and explanations, we can progress as a field.
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