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ABSTRACT

As educators turn to technology to supplement classroom instruction, the integration of natural
language processing (NLP) into educational technologies is vital for increasing student success.
NLP involves the use of computers to analyze and respond to human language, including
students’ responses to a variety of assignments and tasks. While NLP is widely used to deliver
students with formative feedback, it can also be used to provide educators with information
about task difficulty, students’ individual differences, and student performance. In this chapter,
we will first provide an overview of NLP, followed by a discussion of how NLP could be used
to examine the learning process across a number of time points. Finally, we consider the future
applications of NLP in the learning analytics domain.
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Educational technologies are an increasingly popular sup-
plement to classroom instruction, as they provide students
with added opportunities for deliberate practice along
with formative feedback. In many domains, these systems
require students to input natural language in response
to a variety of task demands, such as essays, reflective
writing, metacognitive prompts, and even message board
posts [17, 13]. For instance, AutoTutor [20] is an intelli-
gent tutoring system (ITS) that trains students on science
concepts through conversations in natural language. Sim-
ilarly, iSTART [35] provides students with training on
reading comprehension strategies by prompting students
to self-explain difficult science texts.

These systems, along with many other educational tech-
nologies, rely on natural language processing (NLP) tech-
niques to analyze and respond to students’ responses.
These responses can be in the form of explicit feedback
messages delivered by the system; however, they can also
be used to model information about the student (e.g., in-
dividual differences in knowledge or skills) as well as
the task (e.g., the difficulty of the texts they are reading).
For instance, Slater and colleagues [44] used NLP to ex-
amine how the different properties of mathematics word
problems affected students’ engagement with the ASSIST-
ments tutoring system.

The integration of NLP into educational technologies is
critical for increasing student learning in our globalized,

digital world. In the rest of this chapter, we will first
provide a broad overview of NLP, followed by an example
of how NLP could be used to examine the learning process
across a number of time points. We will then conclude
with a description of the current and future applications
of NLP in the learning analytics domain.

1 WHAT IS NATURAL LANGUAGE
PROCESSING?

At its core, NLP is simply a methodology that relies on
computers to automatically analyze human language [7].
The specific real-world applications of these analyses can
range quite broadly, however, from the automatic trans-
lation of text from one language to another (e.g., Google
Translate) to the development of virtual assistants or the
classification of spam emails. Relevant to the field of
learning analytics, NLP methodologies have a number
of advantages over other methods of analyzing language
data. In particular, because NLP does not rely on human
raters, it can analyze large amounts of text data at surpris-
ingly fast speeds. Impressively, NLP can also deal with
both written text and speech data effectively. Thus, in
handling large and often complex datasets, NLP is often
recommended over human coding, as it offers both faster
and less-biased analyses.

PG 46 | HANDBOOK OF LEARNING ANALYTICS



In considering how to use NLP to analyze linguistic data,
it is important to consider the characteristics of human
language. One of the key properties of language is that it
is multi-dimensional and therefore constrained by both
surface- and deep-level features [21, 43]. When using NLP
methodologies, then, we must consider these various di-
mensions in our models containing linguistic content. In
particular, we can automatically analyze texts along nu-
merous dimension such as descriptive, lexical features,
cohesion and semantic features [7, 10]. It is essential to
capture the multi-dimensional aspect when analyzing lin-
guistic data to create a clear picture of what the text really
is – in essence, “The whole is better than sum of its parts.”
Below, we provide a brief overview of some of the most
common dimensions of language that can be analyzed
using NLP techniques.

1.1 Descriptive

NLP techniques can be used to calculate indices that relate
to basic descriptive characteristics of a text, such as num-
ber of words, sentences, and paragraphs. Further, you can
use these same techniques to calculate frequency counts at
different levels of analyses – for instance, letters per word
or words per sentence. Analyses such as these can be
helpful for understanding a host of learning-related con-
cepts, such as task completion or student engagement. For
example, the average length of a student’s forum posts
in a MOOC has been shown to be a reliable predictor
of whether that student will complete the online course
[12, 11]. Descriptive NLP indices can also be essential for
ensuring that students are given similar types of mate-
rials for practice or assessment purposes. For example,
NLP techniques can be used to guide which texts or as-
signments to give students for homework or exams; by
relying on descriptive features of the texts or assignments,
the instructor or technology developer can have the power
to control their materials by ensuring each text has simi-
lar features (i.e., they contain a similar number of words,
paragraphs, etc.).

1.2 Lexical

The lexical properties of a text relate to characteristics of
its words, such as their frequency in a given language (e.g.,
are the words common or rare?) and their concreteness
(i.e., is the word more abstract or concrete?). These word-
based features of language can be useful for understand-
ing a host of information about educational materials and
content [30]. For instance, NLP techniques can be used to
calculate information about the degree to which a given
text contains academic language, which can help with the
classification of texts into genres or with the scoring of
academic writing. Similarly, lexical indices can be used
to calculate information about the readability of a given
text – in other words, what age or grade level is a given
text appropriate for? This information can then be used to
help educators understand whether the language input is
easy or difficult to read and if this difficulty level is appro-
priate for a specific population (e.g. 5th grade students or
adult learners). Prior research indicates that information

about word frequency can inform our understanding of
text difficulty, with more frequently used words being
easier for readers than less frequent words [24, 26]. Im-
portantly, lexical information can be calculated by simply
examining the individual words in a text. This therefore
renders lexical indices particularly useful for examining
a variety of text types regardless of their length, ranging
from tweets or discussion posts [13] to reflective essays
[17].

1.3 Syntax

Syntactic indices provide information about the structure
of the sentences in a given text [31, 40]. One of the pri-
mary means through which individuals computationally
analyze syntax in natural language is to measure its com-
plexity – or, the ways in which discrete language units
(e.g., words) can be combined to convey meaning [16].
Information about the complexity of syntactic structures
can provide a wealth of insight into language, such as the
quality of an essay or the readability of a text. Further,
syntactic complexity measures have served as a powerful
method for assessing the development of language, par-
ticularly in the case of second language learning (Ortega,
2003). Numerous indices can be calculated to describe
the complexity of syntax in a given language, such as
the mean length of clauses, mean length of t-units, or the
number of words before the main verb. A number of
writing studies have used these indices to discriminate
between high- and low-skilled writers in both first and
second language contexts [30]. Similarly, research has
found syntactic complexity indices to be an indicator of
text difficult, as more complex syntactic constructions tax
the reader’s working memory more heavily [19].

1.4 Cohesion

Cohesion measures provide information about the con-
nections that are made between the ideas in a text. The
presence of cohesion is beneficial for comprehension as it
assists in coherence building [22]. For example, explain-
ing causal relations in a text increase coherence, as using
“because” connects two pieces of information and estab-
lishes a causal relation. Cohesion indices analyze these
connections and provide a proxy for measuring coher-
ence, examining how ideas are connected by looking at
textual links between the sentences or the paragraphs. In
education settings, measures of cohesion can provide in-
sight into if students are making connections, which are
important signs of comprehension.

1.5 Semantic Content

NLP techniques also provide information about the se-
mantic content of the text. For example, the indices could
reveal the main emphasis of the text and whether there is
emotional or affective information. Additionally, if a text
is written in response to another text, such as a summary
or a source-based essay, NLP indices provide information
about semantic overlap between texts. Semantic overlap
is useful for educators because it provides insight into the
students’ understanding of a given text.
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A multi-dimensional approach to analyzing language pro-
vides generous information about word and text level
features, which can be used to analyzing many different
types of language like tweets, discussion forums, essays
or large documents. NLP also helps computers to commu-
nicate with humans in their own language and perform
language-related tasks. Because of the language related
benefits of NLP, it is an important tool for education. The
information provided by NLP can assist educators in bet-
ter understanding the problems students encounter across
a variety of settings. For example, by looking at common
mistakes, NLP can produce personalized feedback for im-
proving writing. Additionally, such information can be
provided quickly, making NLP very useful for effective
formative feedback to students.

2 WHAT CAN NLP TELL US
ABOUT LEARNING?

So far, we have provided an overview of NLP, particularly
focusing on the multi-dimensional nature of language that
can be captured with these techniques. It is important to
then consider how these methodologies can be leveraged
to provide critical information about the learning process.
A large assumption of work in this domain is that the lan-
guage of others can provide important data that can guide
models in educational technologies, ranging from student-
level variables (e.g., individual differences, performance)
to task-level variables (e.g., difficulty). Thus, in utilizing
NLP to analyze the language within their technologies,
educational technology developers and researchers can
better model the primary factors of the learning process.
When this information is leveraged, we can provide more
nuanced adaptive and personalized instruction and prac-
tice to students.

When considering how to best use NLP for learning ana-
lytics, the ideal methodology is to consider and analyze
language across the multiple dimensions. This informa-
tion can then be used to develop predictive models of
student outcomes, allowing for targeted feedback and in-
terventions. In the hands of educators, this provides a
powerful instrument for individualized instruction. Im-
portantly, these models must not only account for the
multidimensional nature of language, but also the many
stages at which language is involved in student learn-
ing. In light of these aims, we can consider three primary
stages of analysis: input, process, and output. Below, we
provide a brief overview of these stages along with exam-
ples of how NLP can be leveraged to improve models at
each stage.

2.1 Input

Students are required to process language within edu-
cational contexts in a variety of forms, such as the texts
they are asked to read, prompts to complete tasks, and
questions that attempt to tap into their comprehension
of the material. Further, they often receive information
from their instructors and peers in the context of written
language, particularly in the case of online platforms such

as MOOCs.

Thus, one primary challenge that students face in on-
line learning environments relates to their ability to un-
derstand the information they receive from these varied
sources. For instance, an individual word or sentence may
carry multiple meanings or require domain-specific prior
knowledge. Therefore, the true meaning of the written
language is implicit, leaving readers to make inferences
in order to comprehend the text. NLP can provide insight
into the different characteristics of the written language
students are asked to process, as well as the impact of
these features on student outcomes. These types of anal-
yses can provide educators with important information
about how they and their materials are impacting student
achievement.

NLP can calculate features related to the readability of the
text. A number of language features impact the overall
readability of a given text, such as syntactic complexity,
lexical sophistication, concreteness, genre, and cohesion
[19, 21, 34]. Some of these features have an overarching
impact. For example, the degree to which a text is narra-
tive or expository impacts readability, with more narrative
texts considered easier [24].

Additionally, reader factors can interact with text factors to
impact learning. For example, readers’ skill levels impact
the text features that best support their learning. Increased
levels of text cohesion have been shown to help readers
with low prior knowledge, whereas decreased levels of
text cohesion can help readers with high prior knowledge
[34]. Reader engagement is also critical to learning out-
comes. Linguistic features of math problems are related
to student affect, which are associated with concentration
and confusion [44]. These types of interactions can be
helpful in improving the efficacy of educational technolo-
gies. For instance, if the system is able to understand the
needs of the individual student, it can provide learning
material that is most appropriate for that student to learn.

Knowledge about how text features interact with student
outcomes has already been implemented within ITSs, such
as iSTART [23, 34]. For example, iSTART adjusts the texts
assigned to students to align with their vocabulary skills
[35]. When a student has low vocabulary skills, iSTART
will assign texts with more familiar and concrete words,
compared to those assigned to peers with higher vocabu-
lary skills. As student’s vocabulary skills increase, iSTART
can adapt and likewise increase the sophistication of the
texts that students receive.

Analyzing the language students receive is one level at
which NLP can be employed to improve student out-
comes. In understanding the how the features of the text
students interact with impacts learning, NLP can be used
to adapt materials and enhance learning. However, NLP
can be implemented at other levels to develop a clearer
picture of student learning.

2.2 Process

Students’ learning processes can also be modeled using
features of their natural language input to educational
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technologies. For instance, students are often asked to
type their thoughts during reading or while completing
complex tasks. Researchers have long tapped into stu-
dents’ online processing and understanding by assessing
the content of their verbal protocols or constructed re-
sponses to educational tasks. Verbal protocols ask stu-
dents to report the content of their thoughts as they
perform a task—providing insight into how they pro-
cess information. In analyzing these verbal protocols,
researchers have been able to explore and identify the cog-
nitive mechanisms underlying various complex processes
such as reading science texts or solving physics problems
[14, 41, 42]. This methodology has allowed researchers
to understand more about the strategies, processes, and
knowledge involved in reading comprehension [36, 37].

One problem with these analyses is that they are of-
ten time-consuming and difficult for humans to conduct.
Thus, NLP can help to automatically analyze students’
verbal protocols, which can in turn provide critical in-
sights into the meaning students construct during reading
[5]. To illustrate, consider the way in which students com-
prehend complex science texts. Research suggests that
text comprehension relies on an individual to construct a
mental representation of the text. To achieve this, readers
rely on their knowledge of language and domain of the
text content, as well as reading skills and strategies [27,
36]. This includes generating connections among the con-
cepts in the text and prior knowledge, which establishes
coherence and promotes deep comprehension [28]. The
overall coherence of a reader’s mental representation is
positively associated with the degree to which readers
active and use prior knowledge, to develop these con-
nections amongst information [36]. This is supported by
evidence that skilled and knowledgeable readers are more
likely to generate such connections [38, 39].

The use of NLP to examine reader’s think aloud responses
have provided insight into the processes involved in the
development of a coherent mental representation of the
text. For example, the level of cohesion, or explicit cues
in a text that signal readers to make connections among
ideas, can be used as a proxy for coherence [9, 25]. The
presence of connectives in a reader’s constructed response
can indicate that they are making connections between in-
formation as they read. Additionally, the type and amount
of cohesion (assessed through NLP) can provide insight
into the processes in which students engage to achieve
comprehension. For example, Allen et al. [1] found that
when readers engaged in deep comprehension through
self-explanation training, readers’ constructed responses
were less lexically cohesive, but more causally and seman-
tically cohesive.

Some ITSs implement NLP to analyze students’ verbal
protocols to gain insight into students’ understanding
of particular concepts and formulate targeted feedback.
For example, AutoTutor [20] uses NLP to analyze tutor
dialogues to assess student understanding and provide
appropriate feedback. Likewise, the Reading Strategy As-
sessment Tool [18] prompts students to answer two types
of open-ended questions during reading: direct and in-

direct questions. Direct questions ask students about the
content of the text, and analysis of student answers pro-
vide insight into comprehension. Indirect questions ask
students about their thoughts during reading, which taps
into comprehension processes that students employ. Anal-
ysis of these answers reveal students’ use of paraphrasing,
bridging, and elaboration strategies that support compre-
hension [32]. Students benefit from this individualized
instruction and adaptive content.

2.3 Output

Finally, students’ produce language as output that can
take many forms, such as a short-answer, message board
response, or essays. NLP methodologies can be used to
analyze these student responses, and further contribute
to modeling student learning and achievement outcomes.

For example, a large body of research has looked at using
NLP to analyze student writing and develop automated
essay scoring (AES) engines. These engines are designed
to model expert human raters and provide fast, quality
feedback on student writing. Using AES techniques, NLP
can be integrated into current writing instruction and im-
prove student’s writing skills [29]. Additionally, feedback
need not be surface level detail but can also encompass
high-level feedback such as structure and organization [15,
46]. Modeling how students present and connect topics
in an essay can generate feedback to help students elab-
orate on underdeveloped ideas, reduce redundancy, and
improve essay coherence [46]. Multi-dimensional analy-
sis through neural sequence modeling of student writing
can likewise provide instant feedback on essay structure
and actionable steps for essay modification [15]. Such
feedback is highly personalized to the student and pro-
vides a powerful tool for educators to recognize patterns
in student’s understanding.

Work in developing these engines have revealed the lin-
guistic features of high-quality writing. For example, es-
says are considered high-quality when they contain more
diverse and sophisticated word choices and more com-
plex syntax [9]. Notably, features of high-quality student
essays are not the same as high-quality texts. While syntac-
tic complexity is related to higher ratings of essay quality,
texts that contain more syntactic complexity have been
shown to increase working memory load and decrease
comprehension [19].

Additionally, features of students’ essay writing, as as-
sessed by NLP, can also reveal individual differences. For
example, lexical properties of student essays have been
used to predict student vocabulary knowledge [3]. Mod-
eling students’ individual differences can give educators
insight into students’ strengths and weaknesses, provid-
ing additional opportunities for specific and personalized
instruction.

In considering not only the multidimensional nature of
language, but also the multiple dimensions across which
language is utilized in learning, models can become a
powerful educational device. Educators can learn how,
and for whom, to adapt their materials to promote bet-
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ter learning outcomes. Students’ online processing of
materials can trigger adaptive feedback to prevent mis-
understanding. Students’ learning outcomes can be used
to predict course performance, and prompt tailored assis-
tance. Students’ continued interaction with the system
continuously updates the model, representing more per-
sonalized instruction based on students’ knowledge and
performance.

3 WHERE ARE WE HEADED?

The use of linguistic data in learning analytics allows for a
more comprehensive view of the educational experience.
To this end, we suggest that the strongest potential av-
enues for research in this area are multimodal in nature.
In particular, we suggest researchers focus on methodolo-
gies that allow for the integration of NLP analyses with
the expansive work that is already being conducted in the
field.

One example of this multimodal integration is found in
work that emphasizes the dynamic nature of language
production processes [2]. Education and cognitive science
researchers, for instance, have relied heavily on reading
times and eye-tracking to provide information about stu-
dents’ cognitive processes while engaging with educa-
tional materials [26, 33, 47]. Although researchers have
made a significant effort to leverage these methodologies,
there has been a significantly smaller amount of research
conducted on students’ online language production pro-
cesses [45].

Thus, one area for future research lies in the temporal
tracking of the keystrokes produced by students while
writing [6, 45]. NLP analyses generally focus on the fi-
nal written product; however, keystroke analyses focus
on the writing process by examining the keys that are
pressed while writing, and in particular, the timing of
the keystrokes as well as the backspaces that are invisible
within the final product. Recently, tools have been de-
veloped to facilitate recording the individual keystrokes
pressed by individuals during writing [1, 8, 45].

Bixler and D’Mello (2013) provided preliminary results
supporting the promise of keystroke analyses in the de-
tection of affective states. They found that a combina-
tion of keystroke and individual difference measures (i.e.,
scholastic aptitude, writing apprehension, and exposure
to print) afforded the diagnosis of self-reported affective
states (i.e., neutral, boredom, engagement) during writing
with accuracies of 11% to 38% above baseline. Similarly,
Allen et al. [4] predicted engagement and boredom across
multiple writing sessions using a combination of academic
ability (e.g., scholastic aptitude), linguistic text properties,
and keystroke indices. The combination of these indices
achieved an accuracy of 77% in classifying high and low
engagement and boredom in writing sessions.

These studies represent initial explorations of writing us-
ing online keystroke analyses. Many more questions on
the contributions of various factors can be explored using
this approach. Consider, perhaps as a more real-world

example, pausing to search the internet for a word, a con-
cept, or to check the correct syntax for a particular phrase.
What are these processes and how can we use information
about them to understand writing? How can an integra-
tion of technologies, such as keystroke logging and NLP
inform writing theories? Our strong sense is that pursuing
answers to these (and other) questions will help to inspire
theories of the cognitive and sociocultural processes that
drive writing performance.

4 CONCLUSION

The purpose of this chapter was to provide a brief
overview of NLP techniques and methodologies, and to
propose new areas of research that leverage NLP within
the learning analytics domain. In this chapter, we have
pointed toward several directions that we consider partic-
ularly fruitful. However, any number of directions might
be taken to establish a more comprehensive understand-
ing of writing. We have also made an explicit argument
for the integration of NLP into broader work in learning
analytics. Research on the linguistic aspects of natural lan-
guage has largely been conducted separately from learn-
ing analytics research. One objective here is to encourage
researchers in the learning analytics community to extend
their research to the study of language, and to encourage
researchers to draw on literature from this community to
help move our research forward. We believe that such an
approach is essential to developing a more well-rounded
view of the learning process.
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