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ABSTRACT

This chapter is an introduction to the use of multiple modalities of learning trace data to better
understand and feedback learning processes that occur both in digital and face-to-face contexts.
First, it will explain the rationale behind the emergence of this type of study, followed by a brief
explanation of what Multimodal Learning Analytics (MmLA) is based on current conceptual
understandings and current state-of-the-art implementations. The majority of this chapter is
dedicated to describing the general process of MmLA from the mapping of learning constructs to
low-level multimodal learning traces to the reciprocal implementation of multimedia recording,
multimodal feature extraction, analysis, and fusion to detect behavioral markers and estimate
the studied constructs. This process is illustrated by the detailed dissection of a real-world
example. This chapter concludes with a discussion of the current challenges facing the field and
the directions in which the field is moving to address them.
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The defining goal of Learning Analytics is the study of
the low-level traces left by the learning process in order
to better understand and estimate one or more learning
constructs that are part of the process and, through care-
fully designed information tools, help the participants of
that process to improve some desired aspects of it. The
first works of Learning Analytics focused on the traces
that were automatically generated when learners inter-
acted with some type of digital learning tool. For exam-
ple, Kizilcec, Piech, and Schneider [21] used the log of
the actions performed by different groups of students in
massive open online courses (MOOCs) to study course
engagement, or Martin et al. [26] that use the low-level
actions of students playing an educational video game
study learning strategies. While these tools fulfill the goal
of Learning Analytics, if we only focus on a single type
of traces that are recorded in logs of digital tools, we risk
oversimplifying the process of learning or even worse,
misunderstanding the traces due to the lack of contextual
information, two of the main critiques directed towards
Learning Analytics from the educational research commu-
nity [36].

The initial bias to base Learning Analytics works solely on
the data of interactions of students with digital learning
tools can be explained by the relative abundance of this
type of data. Digital tools, even if not initially designed
with analytics in mind, tend to automatically record, in
fine-grained detail, the interactions with their users. The
data describing these interactions is stored in many forms;
for example, log-files or word-processor documents can
be later mined to extract the traces to be analyzed. Also,
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the low technical barriers to process this type of data make
digital the ideal place to start Learning Analytics research.
On the other hand, in learning processes that occur with-
out the intervention of digital tools, for example, face-to-
face blackboard-based collaborative problem solving, the
actions of learners are not automatically recorded. Even
if some learning artifacts exist, such as student-produced
physical documents or photographs, they need to be con-
verted before they can be processed. Without traces to
analyze, computational models and tools used tradition-
ally in Learning Analytics are not applicable.

The existence of this bias towards learning contexts where
digital tools are the main form of interaction could pro-
duce a streetlight effect [17] in Learning Analytics. The
streetlight effect consists of looking for solutions where
it is easy to search, not where the real solutions are most
probable to be found. Translating this effect to Learning
Analytics, it to use a given learning trace, for example,
access to materials on the LMS, to estimate a learning
construct, for example, engagement, just because we only
have access to that data, not because we have a theoreti-
cally or empirically strong indication that level of access is
arobust predictor of engagement. A more holistic analysis
of even the simplest learning construct requires the exam-
ination of different sources of evidence at different levels
of complexity. For example, a human instructor trying to
assess the level of engagement of students could review
not only their online actions but their participation in face-
to-face activities, their academic and social interactions
with others, the quality of their work, and even their body
language during lectures. Even if no single dimension




independently is a very robust indicator of the desired
construct, the triangulation between different but related
and complementary sources of information is bound to
provide stronger evidence upon which an intervention
decision could be taken with confidence [30].

Addressing the streetlight effect in Learning Analytics re-
quires that, instead of being guided by the data that is
available, the study start with theory- or experience-based
analysis of how the desired learning construct manifest
itself through behavioral markers in different contexts
and identifying what low-level traces can be used as evi-
dence of those behaviors. Then, technological solutions
need to be found to record the learning process in the
context where it occurs and extract the identified traces.
Finally, these traces need to be analyzed and fused to
detect the behavioral markers and finally to robustly esti-
mate the learning construct of interest and feedback the
information to the participants of the learning process in
an understandable and actionable way. The nascent sub-
field of Multimodal Learning Analytics (MmLA) strives
to fulfill this tall request. This chapter is an initial guide
for researchers and practitioners who want to explore
this sub-field. It will discuss in detail the MmLA focus
of study, its processes, and current examples of how it
instantiates in real-world scenarios.

1 WHAT IS MULTIMODAL LEARNING
ANALYTICS

In its communication theory definition, multimodality
refers to the use of diverse modes of communication (tex-
tual, aural, linguistic, spatial, visual, et cetera) to inter-
change information and meaning between individuals
[23]. Tt is different from the concept of multimedia, using
diverse media to communicate information. The media —
movies, books, web pages, or even air — are the physical
or digital substrate where a communication mode can be
encoded. Each mode can be expressed through one or
several media. For example, speech can be encoded as
variations of pressure in the air (in a face-to-face dialog),
as variations of magnetic orientation on a tape (in a cas-
sette recording), or as variations of digital numbers (in
an MP3 file). As well, the same medium can be used to
transmit several modes. For example, a video recording
can contain information about body language (posture),
emotions (face expression), and tools used (actions).

Multimodal Learning Analytics is rooted in the Multi-
modal Interaction Analysis framework (Norris, 2020) that
exhort the integration of multimodal information (human
verbal and non-verbal forms of communication together
with information about the objects used as part or medium
of the communication and the contexts in which this com-
munication occurs) to better study and understand how
humans act and interact with others, with technology, and
with the environment. Translating this framework to edu-
cational settings, Paulo Blikstein first formally introduced
the concept of Multimodal Learning Analytics at the 3rd
Learning Analytics and Knowledge Conference (LAK)
2013 in a homonymous paper [5]. In this paper, MmLA is

defined as “a set of techniques that can be used to collect
multiple sources of data in high frequency (video, logs,
audio, gestures, biosensors), synchronize and code the
data, and examine learning in realistic, ecologically valid,
social, mixed-media learning environments.” Unpacking
this definition, we can observe the three main operative
processes of MmLA, already hinted in the introduction
of this chapter: use of diverse sources of learning traces
(multimodal data), processing and integration of these
traces (multimodal analysis and fusion), and the study of
human behavior in real learning environments (learning
behavior detection and learning construct estimation).

While the term Multimodal Learning Analytics was for-
mally coined in 2013, the application of the Multimodal
Interaction Analysis framework to educational context has
always been part of the Learning Analytics agenda. Al-
ready in the first LAK conference, [6] proposed its use
in the then-nascent field. Before LAK, what can now
be considered bonafide MmLA works were published
at the International Conference for Multimodal Interac-
tion (ICMI), which hosted the 1st Multimodal Learning
Analytics workshop already in 2012 [34]. However, the
idea of using different communication modalities to study
learning predates even the terms Multimodal Interaction
and Learning Analytics and it is common in traditional
experimental educational research. In this research tradi-
tion, a human observer, which by nature is a multimodal
sensor, is tasked with noting and annotating relevant in-
teractions that occur in real-world in-the-wild learning
contexts for further qualitative analysis [18]. Technolo-
gies such as video and audio recording and coding and
tagging tools have made this observation less intrusive
and more quantifiable [9, 25]. MmLA, however, presents
several important differences with traditional educational
research practices: 1) In MmLA, the collection of the data
is performed by low-cost high-definition sensors that en-
able the capture of the traces with a level of detail that was
not feasible before, 2) in MmLA, early coding happens
automatically through the use of machine learning and
artificial intelligence algorithms, eliminating the limits
in both the number of codes and the time length that is
imposed by the manual nature of human coding. 3) In
MmLA, the analysis and fusion of the data can be (semi-)
automated providing systems that could be used in real-
or near real-time and, 4) in MmLA, the result of the analy-
sis is not only used to expand our understanding of the
learning process being observed but could also be used
to create an analytic tool to provide information back to
students and/or instructors to generate a feedback loop
to improve learning as it is happening. While both tradi-
tional multimodal educational research and MmLA share
a common interest in the different ways in which humans
interact during learning activities, the affordances pro-
vided by the speed and scale of MmLA open a different
set of opportunities to understand and improve learning
processes.

A good way to understand the kind of opportunities that
MmLA affordances provide is to review some of the most
notable examples of this sub-field available in the liter-
ature. Table 1 presents a non-exhaustive list of exam-
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ples of successful applications of MmLA techniques in
diverse learning settings. The list mentions the different
modalities used in the work and the learning construct
being studied or estimated. As it can be seen in the ta-
ble, MmLA has been used in contexts as dissimilar as
traditional classrooms to medical simulations and educa-
tional games. While a great variety of modes are explored
video- and audio-based modes such as gaze, movement,
gestures, and speech are the most common, followed by
bio-signals (mental activity and electrodermal activity).
However, depending on the circumstances specialized
modes are used (pen strokes for calligraphy and manikin
interactions in medical simulations). The variety of learn-
ing constructs being studied is even more diverse than
the learning settings, exemplifying the great flexibility of
MmLA as a research and practice tool. Di Mitri, Schneider,
Specht, and Drachsler [13] can provide the reader with
a wider and deeper review of existing MmLA systems
together with their modalities and investigated constructs.
While all the systems in Table 1 and the ones mentioned
in Di Mitri et al. have different objectives and implemen-
tations, they all follow a similar process. This high-level
MmLA process will be explained in the next section.

2 THE PROCESS OF MMLA: FROM CON-
STRUCT TO TRACES AND BACK AGAIN

Due to its nature, most of MmLA studies and tools, even
if it is not explicit in their published description, follow
a common process. This process can be roughly divided
into two reciprocal phases: Mapping and Execution. Dur-
ing the mapping phase, a logical path is found between
theoretical learning constructs of interest and multimodal
data traces that can be observed during the learning pro-
cess. During the execution phase, that path is reversed
and extracted multimodal data traces are used to esti-
mate the desired learning constructs. While the second
phase, execution, receives a great deal of attention due
to its technical complexity, it is the first phase, mapping,
where MmLA directly tackles the streetlight effect prob-
lem in Learning Analytics. The following subsections
will explain the different steps inside these two phases
together with the main concerns that emerge with the use
of multimodal data.

2.1 Mapping Phase: From Learning Constructs to
Multimodal Data Traces

Thanks to some of its roots in Experimental Psychol-
ogy and Educational Research, Learning Analytics have
adopted the idea of a construct, most commonly referred
to as a learning construct, to organize and explain the
reason behind the measurements, analysis and interven-
tions conducted [11]. A learning construct can be defined
as a concept or idea related to students’” behaviors, atti-
tudes, learning processes and experiences. By definition,
a construct is not directly observable or measurable but
manifests itself through behaviors that occur when the
learner interacts with the learning environment. Those be-
haviors can then be used to estimate the value, graduation,
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or intensity of the construct. For example, intelligence is
a common construct used in education. To be able to es-
timate the intelligence of individuals, we expose them to
situations where their need to use their complex cognitive
abilities, for example exposing them to a set of complex
problems, puzzles, or an IQ test and using the time and
number of correct answers to estimate how intelligent
they are. The mapping phase has four steps and results
in a tree-like map that links the learning construct of in-
terest with the observable data traces. Figure 1 presents a
detailed view of this tree, while Figure 2 shows this phase
as a part of the MmLA process. This mapping process is
not unique to MmLA and has been proposed initially by
Worsley et al. [41] and refined by Echeverria [14]. How-
ever, this model is especially well suited for studies that
involve multimodal data.

The first step in the mapping phase is the definition of
the learning construct of interest. This selection is ideally
guided by the needs of the learning process stakeholders
as discovered by the researcher but sometimes is deter-
mined by the interest or curiosity of the researcher. The
initially selected construct could encompass a large set
of diverse behaviors, for example, “collaboration skills”.
In this case, we could divide the learning construct into
sub-constructs. We can divide the “collaboration skills”
construct into “participation” and “active listening” sub-
constructs each one capturing a different subset of the
behaviors connected to collaboration skills.

Data Trace

Behavior |

Data Trace

Data Trace

Learning

Construct Behavior |

Data Trace

Data Trace

100008

Data Trace

Figure 1: Construct Mapping detail tree-structure,
adapted from [14].

2.2 Execution Phase: From Multimodal Data
Traces to Learning Constructs

Once the mapping between Learning Constructs and low-
level multimodal data traces is complete (at least as a first
draft in the mind of the researcher or practitioner), a Multi-
modal Learning Analytics System can be built. In general,
this system could have two different goals. The first one
is research-oriented and starving to generate new gen-




Table 1: Non-exhaustive list of examples of the application of MmLA system in different learning settings.

Learning Setting Reference =~ Main Multimedia Data Main Learning Construct
Calligraphy Learning [24] Gaze location on screen (eye- Mental effort

tracking), pen strokes, move-

ment
Classrooms [32] Gaze direction (eye- Classroom orchestration

tracking), mental activity
(EEG), movement, subjec-
tive view (video), subjective
hearing (audio)

Collaborative Problem  [15] Touch coordinates, speaking ~ Contribution to solving
Solving time, participant hand posi- the problem

tion
Dance [33] Facial expression, gaze, pos- Dance skills

ture, movement

Educational Games [19] Keystrokes, mental activ- Learning gains
ity (EEG), Gaze location on
screen (eye-tracking), facial
expression (video), electro-

dermal activity (EDA)
Embodied Cognition [2] Gaze, gestures, movement Concept understanding
Intelligent Tutoring Sys-  [20] Scores, time on task, number ~ Affect
tems of tasks, speech pauses and
length
Making [40] Human video coding, skele-  Efficacy of learning prac-
tal tracking tices
Medical Simulation [27] Interactions with a patient Team collaboration

manikin, use of digital check-
list, location, speech

Oral Communication [35] Posture, gestures, speech Oral presentation skill
volume and cadence

Programming [10] Usage of digital system, Collaboration and com-
speech munication
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eralizable knowledge about the learning construct. For
example, what are the main differences between the en-
gineering building processes of novices and experts [42].
The second could be practice-oriented, striving to provide
an analytic tool to improve the learning process for the
participants. For example, an automated feedback system
to improve oral presentation skills [29]. While these two
objectives are not necessarily mutually exclusive, MmLA
works tend to align with one or the other due to imple-
mentation requirements that will become apparent when
this phase is discussed in detail.

The execution phase can be seen in the second lower part
of Figure 2. It runs in reverse order compared to the
mapping stage and consist usually of four steps. First,
multimedia signals are recorded from the relevant partici-
pants in the learning activity. Then, these recordings are
automatically processed to extract low-level multimodal
data traces. These low-level traces are then (semi-) auto-
matically analyzed and fused to produce high-level traces.
These high-level traces are used to detect the occurrence
of desired behaviors and to estimate the studied learning
(sub-)constructs. Finally, if the final goal of the system
is to build an analytic tool, the obtained estimations are
used to feed the tool providing the information back to the
learning process participants. The following subsections
will present the requirements and operation of these steps
in detail.

2.3 Multimedia Recording

The first step in the execution phase is to be able to regis-
ter or record all the relevant signals that contain the data
traces identified in the mapping phase. In the case of the
interactions of digital tools, this capture could be as sim-
ple as adding a logging statement in relevant parts of the
tool’s code. On the other hand, in situations that require
the capture of non-computer-mediated actions, such as
a face-to-face conversation between two individuals, the
use of different types of sensors is needed. These sensors
could be as simple as a webcam or as sophisticated as a
magnetic resonance imaging (MRI) machine. Moreover,
the multimodal aspect of MmLA systems usually requires
the use of several sensors, each one specialized in a dif-
ferent type of media. For example, a webcam for video,
a microphone for audio, a digital pen for the learner’s
notes. There is a large range of sensors and modalities
that have been used in MmLA systems [13]. While the
selection of the right type of sensors and the design and
setup of the recording apparatus is an engineering prob-
lem, researchers and practitioners alike should be aware
of the affordances, limitations, and scalability of these
components to create effective MmLA systems.

2.4 Multimodal Feature Extraction

Once the raw multimedia data is captured, the next step is
to extract the identified multimodal data traces embedded
in those recordings. This extraction, in general, requires
a computer algorithm that can process the raw record-
ing or data file and isolate or generate the trace for the
required modality. For example, if we require the body
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posture of the participants and we have a video recording,
we can use computer vision algorithms, more specifically
Convolutional Pose Machine [39], for example, that im-
plemented in OpenPose [7], to obtain the position of the
skeletal joints and pose of all the individuals present in
each video frame. In another example, speech to text al-
gorithms, for example, the one provided as a service by
Google Speech, can be used to extract the verbal content
of the audio signal recorded by a microphone. Similar
to the recording step, while it is not necessary to possess
full knowledge of how each extraction algorithm operates,
it is highly recommended that researchers or practition-
ers understand the affordances and limitations of those
algorithms.

2.5 Multimodal Analysis and Fusion

The traces extracted from raw data are defined for a single
modality. For example, feature extraction might compute
student eye gaze direction or voice pitch. While there
are some cases in which low-level unimodal traces are
enough to estimate the desired behavior, most commonly
these traces need to be processed and fused together to cre-
ate higher-level traces that are more accurate and robust
predictors. For example, if the behavior of joint visual
attention in a collaborative activity around a table is of in-
terest, the estimated individual gaze direction from each
participant has to be fused together with the direction
of the other participant’s gaze to detect if two or more of
them intersect inside a given region in the table. In another
example, turn-taking information can be extracted from
the change in the current speaker trace. In a more complex
example, turn-taking information, paired with idea identi-
fication information obtained from speech, could be used
to identify idea uptake traces. The development of these
fusion algorithms is still an open challenge in MmLA and
very much guided by the analytic description during the
mapping phase. The recommended approach to tackle the
construction of these algorithms is to develop a human
rubric to measure as objectively and reproducible as pos-
sible the observation of the high-level traces, then using
a mixture of theoretical knowledge and Principal Factor
Analysis to select promising low-level traces to model the
desired high-level one. This technique is explored in Chen,
Leong, Feng, and Lee [8].

2.6 Behavior Detection and Construct Estimation

This step in the execution phase is not particularly dif-
ferent for MmLA when compared with more traditional
works in Learning Analytics and Educational Research.
Once the results of the analysis and fusion phase provide
information about the occurrence of the identified behav-
iors, computational or statistical analysis (or qualitative
analysis in the case of research-oriented MmLA systems)
can be used to estimate the level, grade, or intensity of
the studied learning (sub-)construct(s). The only main
consideration for MmLA systems is the increased level of
uncertainty in the detection of behavioral markers. In a
similar way in which the estimation of inter-rater coeffi-
cients is used to assess the reliability of the coding of the
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Figure 2: Diagram of the MmLA Process.

ground truth, the measured accuracy of the automated
detection should be calculated against one or more human
coders. If this a research-oriented MmLA system, this is
the final step in the process. The estimation of the con-
struct(s) can be used to draw generalizable conclusions
about the nature, workings, or efficiency of the learning
process, and through the publications of these results, im-
prove the general knowledge about how humans learn
and maybe improve new designs of the studied or similar
learning process.

2.7 Feedback to Participants

If the goal of the system is to provide reflection opportu-
nities and actionable feedback to the participants of the
learning an analytic tool has to be built and fed with the
data generated during previous steps. For this kind of
tool to be effective, it has to consider what information
to present, when to present it and how to present it [22].
For instance, letting a teacher know that a group was
struggling after the activity has been completed is less
effective than letting them know during the activity when
there is the possibility to intervene. Notwithstanding,
there may be instances where it is best not to intervene,
as well as situations where instructors wish to reflect on
how their prompts impacted student-student collabora-
tion. Switching to the student perspective, it might be
the case that providing each student with a dashboard
presenting several collaboration-related measurements
in their smartphones during the activity could distract
them from the activity itself. The information provided
by MmLA systems enables the exploration of new and
innovative ways to close the loop of Learning Analytics.

Multimodality embedded in the system can be used to cre-
ate more natural ways to provide the right information, in
the right moment and in the right modality. These multi-
modal interfaces predate MmLA but have been described
in other research communities. As an example, Alavi
and Dillenbourg [1] successfully tested ambient signal-
ing lights to support teachers to easily identify struggling
groups during supervised collaborative problem-solving.
Bachour, Kaplan, and Dillenbourg [4] experimented with

the use of an illuminated interactive tabletop to provide
real-time feedback to students about their participation in
the conversation.

3 MMLA PROCESS IN ACTION

To demonstrate how the diverse steps of the MmLA pro-
cess are implemented, a real MmLA study will be dis-
sected and analyzed. This study is a representative of one
of the oldest and widest applications of MmLA, providing
feedback for oral presentations [29, 29].

3.1 Oral Presentation Feedback System

This example describes a multimodal system for auto-
mated feedback for oral presentation skills [28, 29]. This
system was designed and implemented in a mid-size
polytechnic higher education institution on the coast of
Ecuador. In a nutshell, this system allows students to
practice oral presentations in front of a recorded audience
and to receive a report that indicated if they made com-
mon presentations errors such as looking at the slides for
long periods or speaking too softly. Figure 3 present the
physical layout of the system. The following subsections
will describe the MmLA process followed in the imple-
mentation of this tool.

Pico Projector

Pico Projector

Raspberry —

Microphone —"
__—Camera

Intel NUC

Acoustic foams
s g

Figure 3: Physical layout of the multimodal system for
oral presentation feedback, taken from [28].
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3.2 Construct Mapping Phase

Figure 3 presents the construct mapping for this first ex-
ample. The main objective of this tool was to help learners
to develop basic oral presentation skills. By consultation
with communication professionals, the “Basic Oral Presen-
tation Skill” construct was connected with four observable
behaviors: 1) Looking at the audience; 2) Maintaining an
open posture; 3) Speaking loudly; and 4) Avoiding filled-
pauses. The next step in the mapping was to identify
the analytics to detect the behaviors. For example, look-
ing at the audience can be detected when the gaze of the
presenter was directed towards the camera (that was em-
bedded in the middle of the recorded audience projection.
In another example, the presence of filled pauses (“ahh”,
“umm”, among others) was detected by an analysis of
variance of speech formants. Finally, the multimodal data
traces needed for each analytic was extracted. In this case,
each analytic is connected to just one trace. In total, four
traces need to be extracted: gaze, posture, speech volume,
and speech formants. This mapping is very simple, there
no triangulation for behavioral detection, there is no mul-
timodal fusion strategies. A consequence of this design
is that the accuracy of the feature extraction needs to be
high in order to avoid behavior misidentification.

3.3 Execution Phase

The first step of the execution phase was to determine
the sensors needed for the multimedia recording. It was
determined that gaze and posture could be extracted from
a video feed of the presenter recorded by a webcam em-
bedded in the middle of the screen where the recorded
audience was projected. Alternatively, a hardware depth
sensor, such as Microsoft Kinect could have been used to
extract these to modalities, but a camera was preferred
due to implementation cost, leaving the heavy processing
for a centralized software implementation. The speech
volume and speech formats were capture in the audio
signal recorded by a mono-channel microphone located
above the presenter.

For the multimodal feature extraction step, diverse soft-
ware libraries were used. For the posture, OpenPose, a
convolutional pose machine, was used to obtain the 2D
position of the skeletal joints. Using part of the skeletal
joints the head posture (relative position of ears, nose, and
neck) was calculated as a proxy of gaze, given that the
video quality was not enough to perform a landmark anal-
ysis of the face. Given that only a coarse gaze direction is
needed (looking at the audience, looking away from the
audience) was needed, this setup was determined be a
good compromise between precision and implementation
cost. For the speech features (volume and formants), a
commonly used software package for analysis of speech
characteristics (PRAAT) was employed. The accuracy of
the extraction of these characteristics was performed [29]
and was determined to be sufficient for the application
at hand. The multimodal analytics and fusion step was
straightforward given the lack of any fusion between fea-
tures. For the detection of an open posture, the random
forest model was trained with human coded images of
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open and close postures, mostly related to the position of
the arms with respect to the body, especially the hips. This
model was then used to classify the postures as open or
closed. In the case of volume, a simple threshold detector
was used to differentiate between loud and soft speech.

The detection of the behaviors was also straight-forward.
An error rate approach was used to provide a value to
how much a given behavior was observed. For exam-
ple, the percentage of time that presenter keeps their gaze
looking towards the projected audience versus away from
it. These percentages were used then to calculate a score
(based on recommendations by the original communica-
tion professionals). These scores were linearly added to
estimate the level of oral presentation skills in the partici-
pant.

Finally, the calculated scores, together with the informa-
tion generated through the whole execution phase was
used to create a multimedia feedback report (Figure 5).
This report presented the final score together with the
scores for each one of the behaviors. The presenter was
also able to see or hear recordings of good and bad exam-
ples of each of the scored behaviors.

4 CHALLENGES & DIRECTIONS

It is the intention of this chapter to introduce the sub-field
of MmLA, its process, its potentialities, and to provide
examples of its state-of-the-art. However, no discussion
about MmLA is complete without addressing the multi-
ple methodological, technical, practical, and ethical chal-
lenges that it currently confronts and how the MmLA
community is trying to address them moving forward.

4.1 Methodological Challenges

One of the most pressing issues that MmLA, as a field,
faces is the lack of homogeneous methodological ap-
proaches and a compendium of best practices. Due to
the novelty of the field, which is the intersection point of
several research traditions (multimodal interaction, ed-
ucational research, artificial intelligence, among others),
each study uses different approaches for the validation
of its measurements, fusion of multimodal information,
and even the definition of constructs, behavioral markers,
analytics, and modalities. This complete diversity, while
initially beneficial as a way to explore the affordances and
limitations of the field, it is now generating problems in
the generalization, reproducibility, and sharing of results.
It also limits the capacity of MmLA to contribute to a
common theoretical body-of-knowledge as each study is
a one-off enterprise.

The need to share definitions, methods, and best practices
was early identified by the community. The first MmLA
workshop was already organized in 2012 [34] and has
been repeated yearly since. The MmLA community has
also formally created a Special Interest Group (SIG) in-
side the Society for Learning Analytics Research (SoLAR).
All these efforts have started to bear fruit in recent years
as several publications have started to catalog and sys-
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tematize the different approaches used by MmLA work
and proposing common conceptual and methodological
frameworks to better align the different research traditions
inside MmLA. Examples of this new wave of integrative
research are the frameworks proposed by Worsley et al.
[41], Eradze, Rodriguez-Triana, and Laanpere [16], Di
Mitri et al. [13], Sharma, Papamitsiou, and Giannakos
[37], and Echeverria [14]. This last example has been used
as a base for the MmLA construct mapping process pre-
sented in this chapter. It is expected that in the following
years, these frameworks will provide a common ground
for MmLA works to be more comparable, generalizable,
and incrementally improved by others outside their origi-
nal creator team.

4.2 Technical Challenges

Another aspect that hinders a more accelerated progres-
sion of MmLA is the technical difficulty that implement-
ing multimodal analytic systems entails. While MmLA
benefits from state-of-the-art developments in sensor tech-
nologies, digital signal processing, machine learning, and
artificial intelligence in general, it also requires techni-
cal experts in these areas to be involved in the design
and implementation of MmLA systems. Technical issues
raised by the distributed operation of the sensors, syn-
chronization of the signals, advanced feature extraction,
and multimodal fusion strategies keep most educational-
focused teams, without access to those experts, away from
exploring MmLA solutions to study real-world learning
processes. This is a problem shared by the Multimodal
Interaction community in general. Tentative technical
solutions have started to emerge in germane fields. For
example, Social Signal Interpretation (SSI) framework [38]
provide a software framework that offers connection with
a wide variety of sensor, warrantied synchronization even
with sensors distributed across a network, machine learn-
ing model training and use, multimodal fusion and behav-
ior detection. While not easy-to-use by any metric, this is
a step in the direction of simplifying the design and im-
plementation of MmLA systems. Another emerging, but
not currently widely tested, software framework available
is the Microsoft Platform for Situated Intelligence [3] that
promises a more robust set of development and visualiza-
tion tools. It is expected that in the immediate future the
construction of MmLA systems to be greatly facilitated
by this kind of software solutions that remove the need to
pay close attention to the technical details and facilitate
the researchers to concentrate on the study of the learning
process.

4.3 Practical Challenges

Most of the current MmLA tools only reach the proto-
type stage [12]. While useful for research on MmLA and
its potential, these tools have almost no impact on real-
world learning processes. To bridge the gap between
an interesting technical prototype and a pedagogically-
integrated solution, MmLA, as a field, need to pay more
attention to practical issues that affect the attractiveness of
the MmLA systems for educators and educational institu-
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tions. The most important of these issues are cost (initial
cost and maintenance cost), easy-of-use (no technician
should be required for day-to-day use), robustness (the
system should graciously manage hardware, network, or
software problems), and scalability (it should be feasible
to deploy the system institution-wide). These are com-
mon requirements for any learning technology, including
any Learning Analytics tool. However, solving these prac-
tical problems is beyond the interest and knowledge of
most researchers, requiring stronger participation of learn-
ing technology practitioners that seeing the potential of
MmLA translate the prototypes into solutions that can be
easily deployed in-the-wild. Ochoa and Dominguez [28]
offers an example of a MmLA tool that was successfully
implemented in-the-wild.

Ethical challenges are the “elephant-in-the-room” for
MmLA. Not so much because it is not spoken about (they
are a constant theme of debate among MmLA researchers
and practitioners) but because they generate issues that
can overweight any methodological, technical, or practi-
cal consideration. Capturing interaction information with
digital tools already raises privacy concerns among stu-
dents and instructors [31]. The installation and use of
recording systems that technically mimic (and sometimes
exceed) "1984" levels of surveillance are bound to meet un-
derstandable strong resistance from the learning process
stakeholders, especially those under observation. While
these issues are less problematic for research-oriented
MmLA systems used in laboratory settings, they can com-
pletely block even the idea of using them in real learning
environments.

The main way in which the MmLA community is try-
ing to address these challenges is by clearly separating
research from practice. The data captured in research-
oriented MmLA systems in-the-lab, after the required
consent forms are signed, could be used to advance the
state of the knowledge in the field with just the minimum
required safeguards for the privacy of the participants
and their immediate benefit. The data produced in these
settings usually belongs and is controlled by the research
team that built the tool. On the other hand, data produced
by a practice-oriented MmLA system in-the-wild can only
be used for the immediate benefit of the observed par-
ticipant. Also, the data belongs and its use and storage
should be controlled by the participant. Strong safeguards
should be in place to deter the use of this data for some-
thing different than its original purpose to feedback the
learning process participants. Only with these safeguards,
practitioners should be able to address natural negative
perceptions of technology that could be misused for un-
duly monitoring and surveillance.

5 CONCLUSION

Learning Analytics has revolutionized the way in which
we study and try to improve learning processes. However,
its initial bias towards studies and tools involving only
computer-based learning contexts jeopardizes its applica-
bility and conclusions for learning in general. The MmLA




strives to widen the horizons of Learning Analytics, in-
cluding richer and possible more relevant sources of data
and including also learning context to which traditional
Learning Analtyics could not be applied due to the lack
of pre-existing data. As it can be inferred from the discus-
sions in this chapter, especially for the current challenges
and directions, MmLA is still young with many issues
to be addressed. However, it is also a fast-growing and
connected community of researchers and practitioners in
constant search of innovative solutions to those issues.
This community is also showing strong signs of maturing,
such as the recent proposal of methodological frameworks
integrating learning theories and multimodal interaction
analysis and lowering the technological barriers of entry.
This chapter, apart from being an introduction to MmLA,
is an invitation for existing Learning Analytics researchers
and practitioners to explore the use of multiple modalities
in their own studies and tools. The MmLA community
will openly share its knowledge, methodologies, code, suc-
cesses, and failures. While current MmLA is considered a
sub-field of Learning Analytics, is the belief of the author
that in the future most of Learning Analytics studies will
be multimodal in nature as learning itself is.
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